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Experiment: 1

Write a program to find
probability of tossing a coin
and rolling a die through large
no. of experimentation.

Scilab code Solution 1.1 Calculates probability of sum of tossing two dice

1 // Operat ing System : Windows XP or l a t e r ,
2 // S c i l a b : 5 . 3 . 3
3

4 //Program o f Tos s ing two d i c e and ob s e r v i n g
P r o b a b i l i t y o f sum o f t h e i r f r o n t f a c e .

5 // f o r e . g . P r o b a b i l i t y o f sum o f two d i c e = 2 i s
1/36 as t h e r e a r e 36 p o s s i b i l i t i e s and sum = 2
can // occu r on ly one combinat i on tha t i s both
f a c e = 1

6 clc;

7 clear;

8 clf;

9 N = 10000; // Number o f t imes t o s s i n g o f d i e
per fo rmed

10 count = 0; // Counter f o r c oun t i ng number o f t imes
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sum o f d i e
11 for i = 1:N

12 y1 = ceil(rand (1)*6); // output o f d i e 1
13 y2 = ceil(rand (1)*6); // output o f d i e 2
14 if((y1+y2) == 3) // check f o r sum o f f r o n t

f a c e o f both d i e i s == 3( change sum and )
15 count = count + 1; // inc r ement the count

va lu e when sum = 3 o c cu r s
16 end

17 prob1(i) = count/i; // no . o f t imes sum o f
d i e = 3/ t o t a l no . t r i a l s

18 end

19 plot(prob1)

20 xlabel( ’ Number o f T r i a l s ’ );
21 ylabel( ’ P r o b a b i l i t y ’ );
22 title( ’ P r o b a b i l i t y o f g e t t i n g sum o f do t s on f a c e s

o f a d i c e to be 3 ’ );
23

24

25 // Ass ignment : Program can be checked f o r o th e r
v a l u e s o f sum at l i n e number 1 0 .

Scilab code Solution 1.2 Finds probability of getting Head when a coin
is tossed

1 // Operat ing System : Windows XP or l a t e r ,
2 // S c i l a b : 5 . 3 . 3
3

4

5 // This program f i n d p r o b a b i l i t y o f g e t t i n g Head when
a c o i n i s t o s s e d .

6 // P r o b a b i l i t y = 1/2 = 0 . 5 as t h e r e a r e two p o s s i b l e
outcomes i n c o i n t o s s i n g expe r iment .
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Figure 1.1: Finds probability of getting Head when a coin is tossed
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7 clc;

8 clear all;

9 clf;

10 a1 = 1000;

11 count1 = 0;

12 for i = 1:a1

13 x = round(rand (1));

14 // round : the e l emen t s to n e a r e s t i n t e g e r
15 // rand : r e t u r n s a pseudorandom , s c a l a r va l u e

drawn from a uni fo rm
16 // d i s t r i b u t i o n on the un i t i n t e r v a l .
17 if(x==1) // HEAD− ’ 1 ’ , c o n d i t i o n tha t d e t e c t s ’

HEAD’ comes or not
18 count1 = count1 + 1; // inc r ement the count

va lu e when head o c cu r s
19 end

20 p(i)= count1/i;// p r o b a b i l i t y o f head o c c u r i n g at
i t h t r a i l

21 end

22 plot (1:a1,p)

23 // p l o t the prob . at i t h t r a i l ( p l o t s d i s c r e t e
s equence )

24 xlabel( ’ Number o f T r i a l s ’ );
25 ylabel( ’ P r o b a b i l i t y ’ );
26 title( ’ P r o b a b i l i t y o f g e t t i n g head ’ );
27 // Ass ignment :
28 // 1 . per fo rm above expe r iment with n = 100 ,1000 .
29 // 2 . Extend the above expe r iment to f i n d

p r o b a b i l i t y o f 3 heads i n 4 c o i n t o s s e s .
30 // Match the r e s u l t t h e o r e t i c a l l y .
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Experiment: 2

To generate Uniform, Gaussian
and Exponential distributed
data for given mean and
variance.

Scilab code Solution 2.1 Generation of Uniform Data

1 //To g en e r a t e Uniform , Gauss ian and Exponen t i a l
d i s t r i b u t e d data .

2 // Operat ing System : Windows XP or l a t e r ,
3 // S c i l a b : 5 . 3 . 3
4 //NOTE:EXECUTE ONE BY ONE SEGEMENT
5

6 // [ 1 ] Uniform Data Gene ra t i on
7 clc;

8 clear all;

9 //b = input ( ’ h i g h e r l i m i t o f un i fo rm r . v . b = ’ ) //
Enter h i g h e r l i m i t o f un i fo rm r . v .

10 // a = input ( ’ l owe r l i m i t o f un i fo rm r . v . a = ’) //
Enter l owe r l i m i t o f un i fo rm r . v .
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Figure 2.1: Generation of Uniform Data
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Figure 2.2: Gaussian Data Generation

11 clf();

12 b=4; // h i g h e r range o f un i fo rm data
13 a=2; // l owe r range o f un i fo rm data
14 x=a + (b-a).*rand (1,1000, ’ un i fo rm ’ ); // un i fo rm data

g e n e r a t i o n o f l e n g t h 100
15 histplot (1000,x)// h i s tog ram o f g en e r a t ed data
16 xlabel( ’ Number o f Samples ’ );
17 ylabel( ’ Range o f Va lues o f Uni fo rmly g en e r a t ed data ’

);

18 title( ’ Un i fo rmly d i s t r i b u t e d data i n the range o f a
to b ’ );

Scilab code Solution 2.2 Gaussian Data Generation
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1 //To g en e r a t e Uniform , Gauss ian and Exponen t i a l
d i s t r i b u t e d data .

2 // Operat ing System : Windows XP or l a t e r ,
3 // S c i l a b : 5 . 3 . 3
4

5 // [ 2 ] Expoenen t i a l data g e n e r a t i o n & Mean and
Var iance Ca l c u l t a i o n o f Exponen t i a l d i s t r i b u t e d
data .

6 clc;

7 clear all;

8 clf();

9 // ( i ) Exponen t i a l data g e n e r a t i o n
10 lambda = 2; // or lambda = input ( ’ e n t e r lemda va lu e

f o r e x p on e n t i a l r . v . ’ ) // lemda o f e x p on e n t i a l data
;

11 X = grand (10000,1 ,” exp ”, 1/ lambda);

12 Xmax = max(X);

13 histplot (40, X, style =2)

14 x = linspace(0,max(Xmax) ,100) ’;

15 plot2d(x,lambda*exp(-lambda*x),strf=” 000 ”,style =5)
16 legend ([” e xp on e n t i a l random sample h i s t og ram ” ” exac t

d e n s i t y curve ”]);
17 xlabel( ’ sample va lu e ’ );
18 ylabel( ’ Exponen t i a l output v a l u e s ’ );
19 title( ’ Exponen t i a l d i s t r i b u t e d data ’ );

Scilab code Solution 2.3 Exponential Data Generation

1 //To g en e r a t e Uniform , Gauss ian and Exponen t i a l
d i s t r i b u t e d data .

2 // Operat ing System : Windows XP or l a t e r ,
3 // S c i l a b : 5 . 3 . 3
4
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Figure 2.3: Exponential Data Generation
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5 // [ 3 ] Gauss ian data g e n e r a t i o n
6 // Gauss ian data g e n e r a t i o n
7 clc;

8 clear all;

9 clf();

10 //m = input ( ’ e n t e r mean va lu e f o r Gauss ian r . v . ’ )
11 // v a r i = input ( ’ e n t e r mean va lu e f o r Gauss ian r . v . ’ )
12 m = 2; //mean va lu e o f g au s s i a n data
13 sd = 1; // s tandard d e v i a t i o n
14 vari = sd^2;

15 X = grand (100000 ,1 ,” nor ”, m,sd);

16 Xmax = max(X);

17 clf()

18 histplot (40, X, style =2)

19 x = linspace (-10,max(Xmax) ,100) ’;

20 plot2d(x ,(1/( sqrt (2*%pi*vari)))*exp ( -0.5*(x-m).^2/

vari),strf=” 000 ”,style =5)
21 xlabel( ’ sample va lu e ’ );
22 ylabel( ’ Gauss ian output v a l u e s ’ );
23 title( ’ Gauss ian d i s t r i b u t e d data ’ );
24 legend ([”Gauss ian random sample h i s t og ram ” ” exac t

d e n s i t y curve ”],2);
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Experiment: 3

Write a program to generate M
trials of a random experiment
having specific number of
outcomes with specified
probabilities.

Scilab code Solution 3.1 Random experiment with outputs in specific range

1 // Operat ing System : Windows XP or l a t e r ,
2 // S c i l a b : 5 . 3 . 3
3

4 //Write a program to g en e r a t e M t r i a l s o f a random
exper iment hav ing s p e c i f i c

5 //number o f outcomes with s p e c i f i e d p r o b a b i l i t i e s .
6 // he r e No . o f t r i a l s = 1000 , no . outcomes ( rv ) = 3

with s p e c i e d p r o b a b i l i t y en t e r e d by u s e r
7 clc;

8 clear all;

9 rand( ’ s e ed ’ )// check
10 M = 1000; //Number o f t r i a l s o f random exper iment
11 outcomes = 3; // P o s s i b l e number o f outcomes o f
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random exper iment
12 for i = 1:outcomes -1

13 r(i) = input( ’ e n t e r upper range o f p r o b a b i l i t y
o f r . v . ( v a l u e s i n the 0<r<1) : ’ )// e n t e r
v a l u e s i n the 0<r<1

14 if r(i)>1 then

15 error( ’ Enter v a l u e s i n the range 0<r<1 ’ )
16 end

17 end

18 x = zeros(M,1);

19 for i = 1:M

20 u = rand (1,1);// random outcome
21 if u <= r(1) then

22 x(i,1)=1; // a s s i g n rv va l u e = 1 i f u<=r ( 1 )
23 elseif u > r(1) & u<= r(2)

24 x(i,1)=2; // second rv va lu e
25 else

26 x(i,1)=3; // t h i r d rv va lu e
27 end

28 end

29 count1 =0; count2 =0; count3 =0;

30 for i=1:1000

31 if x(i,1)==1 then

32 count1 = count1 + 1;

33 elseif x(i,1)== 2

34 count2 = count2 + 1;

35 else

36 count3 = count3 + 1;

37 end

38 end

39 estP1 = count1/M;disp(estP1)// e s t ima t ed p r o b a b i l i t y
o f g en e r a t ed random v a r i a b l e

40 estP2 = count2/M;disp(estP2)// e s t ima t ed p r o b a b i l i t y
o f g en e r a t ed random v a r i a b l e

41 estP3 = count3/M;disp(estP3)// e s t ima t ed p r o b a b i l i t y
o f g en e r a t ed random v a r i a b l e

42

43 // Ass ignment :
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44 // 1 . Extend t h i s program f o r 4 number o f random
v a r i a b l e

45 // 2 . Extend t h i s program f o r more number o f t r i a l s .
i . e . M = 5000 ,10000 e t c .
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Experiment: 4

To find estimated and true
mean of Uniform, Gaussian and
Exponential distributed data.

Scilab code Solution 4.1 Comaparison of True and estimated statics of
Uniform Data

1 // Operat ing System : Windows XP or l a t e r ,
2 // S c i l a b : 5 . 3 . 3
3 // he r e we g en e r a t e un i f o rm ly d i s t r i b u t e d data

compare i t s s t a t i s t i c s with c a l c u l a t e d u s i n g
equa t i on .

4

5

6

7 // [ 1 ] Mean and Var iance Ca l c u l t a i o n o f Un i fo rmly
d i s t r i b u t e d data

8

9 clc;

10 clear all;

11 b=4; // h i g h e r range o f un i fo rm data
12 a=2; // l owe r range o f un i fo rm data
13 x=a + (b-a).*rand (1 ,1000); // Uniform data g e n e r a t i o n
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u s i n g f u n c t i o n
14 Uni_true_mean=mean(x)

15 mprintf( ’ Uniform True Mean = %f ’ ,Uni_true_mean)
16 Uni_true_var = variance(x)

17 mprintf( ’ \n Uniform True Mean = %f ’ ,Uni_true_var)
18 px = 1/(b-a)// pdf c a l c u l t a i o n o f un i fo rm r . v .
19 m_uniform=integrate( ’ x∗px ’ , ’ x ’ ,a,b)//mean

c a l c u l t a i o n o f un i fo rm r . v .
20 fsq_uniform=integrate( ’ ( x ˆ2) ∗px ’ , ’ x ’ ,a,b)//mean

squa r e va lu e o f un i fo rm r . v .
21 var_uniform = fsq_uniform - (m_uniform).^2 // v a r i a n c e

o f un i fo rm r . v .
22

23 mprintf( ’ \n Uniform Ca l c u l a t e d Mean = %f ’ ,m_uniform)
24 mprintf( ’ \n Uniform Ca l c u l a t e d Var i ance = %f ’ ,

var_uniform)

Scilab code Solution 4.2 Comaparison of True and estimated statics of
Gaussian Data

1 // Operat ing System : Windows XP or l a t e r ,
2 // S c i l a b : 5 . 3 . 3
3

4 // he r e we g en e r a t e Gauss ian d i s t r i b u t e d data compare
i t s s t a t i s t i c s with c a l c u l a t e d u s i n g equa t i on .

5

6 // [ 3 ] Mean & Var iance c a l c u l a t i o n o f Gauss ian Data
7

8 clc;

9 clear all;

10 m = 2; //mean va lu e o f g au s s i a n data
11 sd = 1; // s tandard d e v i a t i o n
12 vari = sd^2;

13 X = grand (10000,1 ,” nor ”, m,sd);// g au s s i a n data
g e n e r a t i o n u s i n g f u n c t i o n
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14 Gaus_true_mean=mean(X)

15 mprintf( ’ Gauss ian True Mean = %f ’ ,Gaus_true_mean)
16 Gaus_true_var=variance(X)

17 mprintf( ’ \n Gauss ian True Var iance = %f ’ ,
Gaus_true_var)

18

19 //Mean and v a r i a n c e c a l c u l t a i o n u s i n g fo rmu la
20 gs_mean=integrate( ’ x ∗ (1/ s q r t (2∗%pi∗ v a r i ) ∗ exp (−(x−m)

ˆ2/(2∗ v a r i ) ) ) ’ , ’ x ’ ,0,100)
21 gs_fsq=integrate( ’ ( x ˆ2) ∗ (1/ s q r t (2∗%pi∗ v a r i ) ∗ exp (−(x−

m) ˆ2/(2∗ v a r i ) ) ) ’ , ’ x ’ ,0,100);
22 gs_var = gs_fsq - gs_mean .^2;

23 mprintf( ’ \n Gauss ian Ca l c u l a t e d Mean = %f ’ ,gs_mean)
24 mprintf( ’ \n Gauss ian Ca l c u l a t e d Var i ance = %f ’ ,

gs_var)

Scilab code Solution 4.3 Comaparison of True and estimated statics of
Exponential Data

1 // Operat ing System : Windows XP or l a t e r ,
2 // S c i l a b : 5 . 3 . 3
3

4 // he r e we g en e r a t e Expon en t i a l l y d i s t r i b u t e d data
compare i t s s t a t i s t i c s with c a l c u l a t e d u s i n g
equa t i on .

5

6 // [ 2 ] Mean and Var iance Ca l c u l a t i o n o f Exponen t i a l
data

7 clc;

8 clear all;

9 lambda = 2; // or lambda = input ( ’ e n t e r lemda va lu e
f o r e x p on e n t i a l r . v . ’ ) // lemda o f e x p on e n t i a l data
;

10 X = grand (1000,1,” exp ”, 1/ lambda);// Exponen t i a l data
g e n e r a t i o n u s i n g f u n c t i o n
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11 Expo_true_mean=mean(X)

12 mprintf( ’ Exponen t i a l True Mean = %f ’ ,Expo_true_mean)
13 Expo_true_var=variance(X)

14 mprintf( ’ \n Exponen t i a l True Var i ance = %f ’ ,
Expo_true_var)

15

16 //Mean and v a r i a n c e c a l c u l t a i o n u s i n g fo rmu la
17 ex_mean=integrate( ’ x ∗ ( lambda∗ exp(− lambda∗x ) ) ’ , ’ x ’

,0,100)

18 ex_fsq=integrate( ’ ( x ˆ2) ∗ ( lambda∗ exp(− lambda∗x ) ) ’ , ’ x ’
,0,100);

19 ex_var = ex_fsq - ex_mean .^2

20 mprintf( ’ \n Exponen t i a l Ca l c u l a t e d Mean = %f ’ ,
ex_mean)

21 mprintf( ’ \n Exponen t i a l Ca l c u l a t e d Var i ance = %f ’ ,
ex_var)
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Experiment: 5

To find density and distribution
function of a function of
random variable Y = 2X + 1.
where X is gaussian R.V.

Scilab code Solution 5.1 Density and Distribution plot generation for one
function of Random Variable

1 // Operat ing System : Windows XP or l a t e r ,
2 // S c i l a b : 5 . 3 . 3
3

4 //To f i n d d e n s i t y ( pdf ) and d i s t r i b u t i o n ( cd f )
f u n c t i o n o f a f u n c t i o n o f random v a r i a b l e

5 //Y = 2X + 1( hav ing form Y = aX + b ) . where X i s
g au s s i a n R.V.

6

7 clc;

8 clear all;

9 clf();

10 mean_x = 1; //mean va lu e o f g au s s i a n data
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Figure 5.1: Density and Distribution plot generation for one function of
Random Variable
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11 sd_x = 1; // s tandard d e v i a t i o n
12 vari_x = sd_x .^2;

13 lgd = [];

14 //PDF and CDF o f Gauss ian Random Va r i a b l e X
15 x = linspace (-10 ,10 ,100);

16 plot2d(x ,((1/( sqrt (2*%pi*vari_x)))*exp ( -0.5*(x-

mean_x).^2/ vari_x)) ,2);// p l o t s pdf o f X
17 set(gca(),” a u t o c l e a r ”,” o f f ”)
18 plot2d(x,cdfnor(”PQ”,x,mean_x*ones(x),sd_x*ones(x))

,3);// cd f o f g au s s i a n RV X
19 set(gca(),” a u t o c l e a r ”,”on”)
20 xlabel( ’ sample p o i n t s ’ );
21 ylabel( ’PDF & CDF ’ );
22 // t i t l e ( ’ d e n s i t y and d i s t r i b u t i o n f u n c t i o n f o r

Gauss ian f un c t i on ’ ) ;
23 legend ([ ’PDF o f normal d i s t r i b u t i o n ’ ; ’CDF o f normal

d i s t r i b u t i o n ’ ],2);
24

25 //PDF and CDF o f Y = aX + b where a = 2 , b = 1
26 a = 2;

27 b = 1;

28 y = a*x+b;// Funct ion o f One Random Va r i a b l e
29 mean_y=a*mean_x+b;

30 vari_y =(a*sd_x).^2;

31 figure(2,”BackgroundColor ” ,[1,1,1]);
32 plot2d(y ,((1/( sqrt (2*%pi*vari_y*a.^2)))*exp ( -0.5*(y-

mean_y).^2/ vari_y)) ,2);// pdf o f Y
33 set(gca(),” a u t o c l e a r ”,” o f f ”)
34 plot2d(x,cdfnor(”PQ”,y,(a*mean_x+b)*ones(x),(a*sd_x)

*ones(x)) ,3);// cd f o f y
35 set(gca(),” a u t o c l e a r ”,”on”)
36 xlabel( ’ sample p o i n t s ’ );
37 ylabel( ’PDF & CDF o f Y = 2X + 1 ’ );
38 legend ([ ’PDF o f Y = 2X + 1 ’ ; ’CDF o f Y = 2X + 1 ’ ],2);
39

40

41 // Ass ignment :
42 // 1 . Perform the op e r a t i o n f o r f u n c t i o n Y = 5X + 1 .
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43 // 2 . Generate pdf and cd f o f n o n l i n e a r f u n c t i o n
between Y and X.
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Experiment: 6

Estimate the mean and
variance of Y = 2X + 1, where
X is a gaussian random
variable.

Scilab code Solution 6.1 Statistics of Function of one random variable

1 // Operat ing System : Windows XP or l a t e r ,
2 // S c i l a b : 5 . 3 . 3
3

4 //True and Est imated va lu e o f mean and v a r i a n c e o f
f u n c t i o n o f one random

5 // v a r i a b l e hav ing form o f Y = aX +b .
6 clc;

7 clear all;

8 rand( ’ s e ed ’ ,getdate( ’ s ’ ))
9 m = 0; //mean o f random v a r i a b l e x

10 vari = 1; // v a r i a n c e o f random v a r i a b l e x
11 m_est = 0;

12 var_est = 0;

13 for i = 1:1000

14 y(i,1)= 1 +2* rand(1,1,” normal ”);// Y = 2X + 1
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where x i s g au s s i a n data
15 m_est = m_est + ((1/1000)*y(i));// e s t ima t i o n by

av e r a g i n g
16 var_est = var_est +((1/1000) *(y(i)-m_est)^2);

17 end

18 printf( ’ Est imated mean o f Y(=2X + 1) i s : Est mean=%f
’ ,m_est)

19 printf( ’ \n Est imated v a r i a n c e o f Y) i s : E s t v a r i a n c e
=%f ’ ,var_est)

20 // Ca l c u l a t i o n o f t r u e mean o f Y
21 y_mean=integrate( ’ ( 2∗ x+1) ∗ (1/ s q r t (2∗%pi∗ v a r i ) ∗ exp (−(

x−m) ˆ2/(2∗ v a r i ) ) ) ’ , ’ x ’ ,-100,100);
22 printf( ’ \n True mean o f Y(=2X + 1) i s : True mean=%f ’

,y_mean)

23 // Ca l c u l a t i o n o f t r u e v a r i a n c e o f Y
24 // f o r a f u n c t i o n l i k e Y = aX + b the v a r i a n c e o f Y

i s a ˆ2∗ Var iance o f X.
25 gs_mean=integrate( ’ x ∗ (1/ s q r t (2∗%pi∗ v a r i ) ∗ exp (−(x−m)

ˆ2/(2∗ v a r i ) ) ) ’ , ’ x ’ ,-50,100);
26 gs_fsq=integrate( ’ ( ( x ˆ2) ∗ (1/ s q r t (2∗%pi∗ v a r i ) ∗ exp (−(x

−m) ˆ2/(2∗ v a r i ) ) ) ) ’ , ’ x ’ ,-50,100);
27 gs_var = gs_fsq - (gs_mean).^2;

28 var_y = 2^2* gs_var;// he r e a = 2
29 printf( ’ \n True v a r i a n c e o f Y(=2X + 1) i s :

T ru e va r i a n c e=%f ’ ,var_y)
30

31 // Expec ta t i on o f Y i s E(Y)=E(2X+1)=2E(X) +1. That ’ s
why answer i s 1 .

32 //True v a r i a n c e o f Y in t h i s fo rmat i s equa l to a ˆ2∗
v a r i a n c e o f X.

33 // Ass ignment :
34 // 1 . Assume X i s un i fo rm random v a r i a b l e between a

to b . f i n d mean and va r i a n c e .
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Experiment: 7

Plot Joint density and
distribution function of sum of
two Gaussian random variable
(Z = X + Y).

Scilab code Solution 7.1 Joint Density and Distribution of Function of
two random varible

1 // Operat ing System : Windows XP or l a t e r ,
2 // S c i l a b : 5 . 3 . 3
3

4

5 // P lo t J o i n t d e n s i t y and d i s t r i b u t i o n f u n c t i o n o f
sum o f two Gauss ian random v a r i a b l e (Z = X + Y) .

6 clc;

7 clear all;

8 clf();

9
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Figure 7.1: Joint Density and Distribution of Function of two random varible
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Figure 7.2: Joint Density and Distribution of Function of two random varible
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10 //PDF o f Gauss ian Random Va r i a b l e X
11 mean_x = 0; //mean o f f i r s t g au s s i a n RV
12 sd_x = 1; // s tandard d e v i a t i o n o f f i r s t g a u s s s i a n RV
13 vari_x = sd_x .^2;

14

15 x = linspace (-10,10,50);// g e n e r a t i n g l i n e a r l y spaced
data as Random output

16 X = ((1/( sqrt (2*%pi*vari_x)))*exp ( -0.5.*(x-mean_x)

.^2/ vari_x));// f i n d i n g g au s s i a n pdf o f above data
17 subplot (2,1,1);

18 plot(x,X, ’ r ’ )
19 xlabel( ’ sample p o i n t s ’ );
20 ylabel( ’PDF o f X ’ );
21 title( ’PDF o f one Random Va r i a b l e ’ )
22

23

24 //PDF o f Gauss ian Random Va r i a b l e Y
25 mean_y = 0;

26 sd_y = 1;

27 vari_y = sd_y .^2;

28

29 y = linspace (-10,10,50);

30 Y = ((1/( sqrt (2*%pi*vari_y)))*exp ( -0.5.*(y-mean_y)

.^2/ vari_y));

31 subplot (2,1,2);

32 plot(y,Y, ’ b ’ )
33 xlabel( ’ sample p o i n t s ’ );
34 ylabel( ’PDF o f Y ’ );
35 title( ’PDF o f second Random Va r i a b l e ’ )
36

37 // J o i n t pdf o f sum o f random v a r i a b l e X & Y
38 // When two IID random v a r i a b l e a r e summen up , t h e i r

J o i n t PDF i s c o nv o l u t i o n between i n d i v i d u a l pd f s
o f Random v a r i a b l e s

39 z = convol(X,Y);

40 figure(2,”BackgroundColor ” ,[1,1,1]);
41 subplot (2,1,1);plot(linspace (-20,20,99),z)// J o i n t

PDF
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42 xlabel( ’ sample p o i n t s ’ );
43 ylabel( ’PDF o f Z ’ );
44 title( ’ J o i n t d e n s i t y f u n c t i o n o f Z = X + Y ’ )
45 P = cdfnor(”PQ”,linspace (-20,20,99),mean(z)*ones(z),

sqrt(variance(z))*ones(z));

46 set(gca(),” a u t o c l e a r ”,” o f f ”)
47 subplot (2,1,2);plot2d (1: length(P),P,3);

48 xlabel( ’ sample p o i n t s ’ );
49 ylabel( ’ D i s t r i b u t i o n o f Z ’ );
50 title( ’ J o i n t d i s t r i b u t i o n f u n c t i o n o f Z = X + Y ’ )
51 set(gca(),” a u t o c l e a r ”,”on”)
52 // Ass ignment :
53 //Change mean and v a r i a n c e o f i n d i v i d u a l random

v a r i a b l e X and Y and ob s e r v e output
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Experiment: 8

Estimate the mean and
variance of a R.V. Z = X+Y.
Where X and Y are also
random variables.

Scilab code Solution 8.1 Estimation of mean and variance of sum of two
random variable

1 // Operat ing System : Windows XP or l a t e r ,
2 // S c i l a b : 5 . 3 . 3
3

4 // Concept : E s t imat i on o f mean and v a r i a n c e o f sum o f
two random v a r i a b l e Z = X + Y, where X and Y ar e
random v a r i a b l e .

5 // Above concep t i s e xp l a i n e d with example as
f o l l o w s .

6 //Example : A l a r g e c i r c u l a r da r tboa rd i s s e t up with
a ” b u l l s e y e ” at the c e n t e r o f the c i r c l e , which
i s at the c o o r d i n a t e ( 0 , 0 ) . A da r t i s thrown at
the c e n t e r but l and s at (X,Y) a r e two d i f f e r e n t
Gauss ian random v a r i a b l e s . What i s ave rage
d i s t a n c e o f the da r t from the b u l l s e y e ? What i s

33



v a r i a n c e o f data ?
7 // D i s t anc e from c e n t e r i s g i v en as s q r t (Xˆ2+Yˆ2)
8

9 clc;

10 clear all;

11 rand( ’ s e ed ’ ,0) // s e t t i n g s e ed o f random g en e r a t o r to
z e r o

12 m_est = 0;

13 for i = 1:1000

14 R(i,1)=sqrt(rand(1,1, ’ normal ’ )^2+ rand(1,1, ’
normal ’ )^2);// c a l c u l a t i o n o f d i s t a n c e from
c e n t e r

15 m_est=m_est +(1/1000)*R(i);// e s t ima t i o n o f mean
from data

16 end

17 m_est

18 mprintf( ’Mean o f Sum o f Two Random v a r i a b l e tha t i s
Mean o f Z = %f ’ ,m_est)

19 v_est = variance(R)// v a r i a n c e c a l c u l a t i o n
20 mprintf( ’ \n Var iance o f Sum o f Two Random v a r i a b l e

tha t i s Mean o f Z = %f ’ ,v_est)
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Experiment: 9

Simulation of Central Limit
Theorem.

Scilab code Solution 9.1 Summation of two random variable leads to Gaus-
sian density function

1 // Operat ing System : Windows XP or l a t e r ,
2 // S c i l a b : 5 . 3 . 3
3

4

5 // S imu l a t i on o f Cen t r a l L imi t Theorem .
6 // (Which say s tha t i f we keep on adding independant

Random Va r i a b l e s then i t d e n s i t y f u n c t i o n
7 // approche s to g au s s i a n d i s t r i b u t i o n )
8 // he r e two un i fo rm RVs a r e added .
9

10 clc;

11 clear all;

12 clf();

13 n = 0:0.01:1;

14 x = zeros(length(n) ,1);

15 i = 1:50; // l e n g t h o f Uniform rv 1
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Figure 9.1: Summation of two random variable leads to Gaussian density
function
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16 x(i)= 2;

17 subplot (3,3,1);

18 plot(n,x, ’ r−d ’ )
19 xlabel( ’ pdf ’ );ylabel( ’ pdf o f rv 1 ’ )
20 title( ’ pdf o f rv 1 ’ );
21

22 y = zeros(length(n) ,1);

23 j = 1:50;

24 y(j)= 1*2; // l e n g t h o f Uniform rv 2
25 subplot (3,3,2);

26 plot(n,y, ’ bo−. ’ )
27 xlabel( ’ pdf ’ );
28 ylabel( ’ pdf o f rv 2 ’ )
29 title( ’ pdf o f rv 2 ’ );
30

31 z1 = convol(x,y);

32 subplot (3,3,3)

33 //When two independent RVs a r e added t h e i r j o i n t
d e n s i t y i s c o nv o l u t i o n o f marg ina l d e n s i t y

34 plot(z1)

35 xlabel( ’ rv va l u e ’ );
36 ylabel( ’ pdf ’ )
37 title( ’ j o i n t pdf o f rv 1 and rv 2 ’ );
38

39 for i = 4:9 // adding rv 9 t imes
40 subplot (3,3,i)

41 z1 = convol(z1 ,y);

42 plot(z1)

43 xlabel( ’ rv va l u e ’ );
44 ylabel( ’ pdf ’ )
45 title( ’ j o i n t pdf ’ );
46 end

37


	
	Write a program to find probability of tossing a coin and rolling a die through large no. of experimentation.
	To generate Uniform, Gaussian and Exponential distributed data for given mean and variance.
	Write a program to generate M trials of a random experiment having specific number of outcomes with specified probabilities.
	To find estimated and true mean of Uniform, Gaussian and Exponential distributed data.
	To find density and distribution function of a function of random variable Y = 2X + 1. where X is gaussian R.V.
	Estimate the mean and variance of Y = 2X + 1, where X is a gaussian random variable.
	Plot Joint density and distribution function of sum of two Gaussian random variable (Z = X + Y).
	Estimate the mean and variance of a R.V. Z = X+Y. Where X and Y are also random variables.
	Simulation of Central Limit Theorem.

