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Experiment: 1

Poisson Distribution

Scilab code Solution 1.1 1

1

2 // Po i s s on D i s t r i b u t i o n
3 //OS : Windows 10
4 // S c i l a b 5 . 5 . 2
5

6 clear;

7 clc;

8 close;

9

10 Frequency =[12,10,19,17,10,8,7,5,5,3,3,1]

11 n=sum(Frequency)

12 X=[0,1,2,3,4,5,6,7,8,9,10,11]

13

14 F=[]

15 P1=[]

16 P2=[]

17

18 mprintf(” −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n”)
19 mprintf(” A r r i v a l s Frequency \n”)
20 mprintf(” −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)
21 for i=1:12
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22 mprintf(”\n %d %d”,i-1,
Frequency(i))

23 F($+1)=Frequency(i)
24 product1=F(i)*X(i)

25 product2=F(i)*(X(i)**2)

26 P1($+1)=product1
27 P2($+1)=product2
28 sumP1 =sum(P1)

29 sumP2 =sum(P2)

30 end

31 mprintf(”\n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)
32 Xbar = sumP1/n

33 S_sqr = (sumP2 - n*Xbar **2)/(n-1)

34 S = sqrt(S_sqr)

35

36 // Re su l t
37 mprintf(”\n\n Tota l number o f a r r i v a l s = %d”,n)
38 mprintf(”\ nalpha = Xbar = Sum( f j ∗Xj ) /n = %f”,Xbar)
39 mprintf(”\nSample v a r i a n c e = (Sum( f j ∗Xj ˆ2) − n∗Xbar

ˆ2) / n−1 = %f”,S_sqr)
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Experiment: 2

Lognormal Distribution

Scilab code Solution 2.2 2

1

2 // Lognormal D i s t r i b u t i o n
3 //OS : Windows 10
4 // S c i l a b 5 . 5 . 2
5

6 clear all;

7 clc;

8 close;

9

10 X = [18.8 , 27.9, 21.0, 6.1, 37.4, 5.0, 22.9, 1.0,

3.1, 8.3] // r a t e
11

12 X1=[]

13 X2=[]

14

15 n=length(X)

16

17 for i=1:n

18 X1($+1)=log(X(i))
19 X2($+1)=X1(i)**2
20 end
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21 Xbar = sum(X1)/n

22 S2 = (sum(X2) - (n*(Xbar)**2))/(n-1)

23

24 // Re su l t
25 mprintf(”

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n”)
26 mprintf(” Rates (X) l ogno rma l (X1)

”)
27 mprintf(”\n

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n”)
28 for i=1:10

29 mprintf(”\n %. 1 f \ t \ t \t% . 1 f ”,X(i),X1(i))
30 end

31 mprintf(”\n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n”)

32 mprintf(”\n N=%d”,n)
33 mprintf(”\n mu = Xbar = Sum( lognorma l ) /N = %f”,Xbar)
34 mprintf(”\nSˆ2 = (Sum( X1i ˆ2) − (N∗ ( Xbar ) ˆ2) ) /(N−1) =

%f”,S2)
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Experiment: 3

Normal Distribution

Scilab code Solution 3.3 3

1

2 //Normal D i s t r i b u t i o n
3 //OS : Windows 10
4 // S c i l a b 5 . 5 . 2
5

6 clear all;

7 clc;

8 close;

9

10

11 mprintf(” In Normal D i s t r i b u t i o n : \n mu = Xbar \n
sigma ˆ2 = Sˆ2 \n”)

12

13 value =

[99.79 ,100.26 ,100.23 ,99.55 ,99.96 ,99.56 ,100.41 ,100.27 ,99.62 ,99.90 ,100.17 ,99.98 ,100.02 ,99.65 ,100.06 ,100.33 ,99.83 ,100.47 ,99.82 ,99.85]

14

15 V = gsort(value , ’ g ’ , ’ i ’ )
16 V2 =[]

17 n =length(V)

18
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19 for i=1:n

20 V2($+1)=(V(i)**2)
21 end

22

23 Xbar = sum(V)/n

24 S2 = (sum(V2) - (n*(Xbar)**2))/(n-1)

25 S = sqrt(S2)

26

27 // Re su l t
28 mprintf(”\n

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n”)
29 mprintf(” j \ t \ t v a l u e \ t j \ t v a l u e ”)
30 mprintf(”\n

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n”)
31 ul=n/2

32 for i=1:ul

33 mprintf(”\n %d\ t \t% . 2 f \t%d\t% . 2 f ”,i,V(i) ,(i
+10),V(i+10))

34 end

35 mprintf(”\n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n”)

36 mprintf(”\n N=%d”,n)
37 mprintf(”\n mu = Xbar = Sum(V) /N = %f”,Xbar)
38 mprintf(”\nsigma ˆ2 = (S ˆ2) = (%f ) ˆ2 second ˆ2 ”,S)

9



Experiment: 4

Gamma Distribution

Scilab code Solution 4.4 4

1

2 //Gamma D i s t r i b u t i o n
3 //OS : Windows 10
4 // S c i l a b 5 . 5 . 2
5

6 clear all;

7 clc;

8 close;

9

10 Order =

[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20]

11 Leadtime = [70.292 , 10.107 , 48.386 , 20.480 , 13.053 ,

25.292 , 14.713 , 39.166 , 17.421 , 13.905 , 30.215 ,

17.137 , 44.024 , 10.552 , 37.298 , 16.314 , 28.073 ,

39.019 ,32.330 ,36.547]

12

13 X = []

14 logX =[]

15

16 n =length(Order)
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17 Xbar = sum(Leadtime)/n

18 logXbar = log(Xbar)

19 for i=1:n

20 X($+1)=Leadtime(i)
21 logX($+1)=log(Leadtime(i))
22 end

23 sumlogX = sum(logX)

24 M = logXbar - (sumlogX/n)

25 Minv = 1/M

26 betav = 3.7411

27 thetav = 1/Xbar

28

29 // Re su l t
30 mprintf(”\n

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\
n”)

31 mprintf(” Order \ tLead t ime \ tOrder \ tLead t ime ”)
32 mprintf(”\n

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\
n”)

33 ul=( length(X))/2

34 for i=1:ul

35 mprintf(”\n %d\ t \t% . 3 f \ t \t%d\t% . 3 f ”,i,Leadtime
(i),(i+10),Leadtime(i+10))

36 end

37 mprintf(”\n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\
n”)

38 mprintf(”\n Xbar = Sum( l e ad t ime ) /n = %f”,Xbar)
39 mprintf(”\n ln Xbar = %. 2 f ”,logXbar)
40 mprintf(”\n Sum( ln ( Xi ) ) = %. 2 f ”,sumlogX)
41 mprintf(”\n M = ln ( Xbar ) − (Sum( ln ( Xi ) ) /n ) = %. 2 f ”,M

)

42 mprintf(”\n 1/M = %. 2 f ”,Minv)
43 mprintf(”\n beta va lu e f o r 1/M = 7 . 1 1 i s 3 . 7 411 ”)
44 mprintf(”\n Beta = %. 2 f ”,betav)
45 mprintf(”\n Theta = 1/Xbar = %. 2 f ”,thetav)
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Experiment: 5

Calculate Mean and Standard
Deviation

Scilab code Solution 5.5 5

1

2 // Ca l c u l a t e Mean and Standard Dev i a t i on
3 //OS : Windows 10
4 // S c i l a b 5 . 5 . 2
5

6 clear;

7 clc;

8 close;

9

10 disp( ’ The f i r s t row deno t e s the s i z e o f i tem ’ )
11 A(1,:)=[6 7 8 9 10 11 12];

12 disp( ’ The second row deno t e s the c o r r e s p ond i n g
f r e qu en cy ( f ) ’ )

13 A(2,:)=[3 6 9 13 8 5 4];

14 disp( ’ The t h i r d row deno t e s the c o r r e s p ond i n g
d e v i a t i o n ( d ) ’ )

15 A(3,:)=[-3 -2 -1 0 1 2 3];

16 disp( ’ The f o u r t h row deno t e s the c o r r e s p ond i n g f ∗d ’
)
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17 for i=1:7

18 A(4,i)=A(2,i)*A(3,i);

19 end

20 disp( ’ The f i f t h row deno t e s the c o r r e s p ond i n g f ∗dˆ2 ’
)

21 for i=1:7

22 A(5,i)=A(2,i)*(A(3,i)^2);

23 end

24 disp(A)

25 b=0;

26 for i=1:7

27 b=b+A(4,i);

28 end

29 disp(b, ’Sum o f f o u r t h row e l ement s ’ )
30 c=0

31 for i=1:7

32 c=c+A(5,i);

33 end

34 disp(c, ’Sum o f f i f t h row e l ement s ’ )
35 d=0;

36 for i=1:7

37 d=d+A(2,i);

38 end

39 disp(d, ’Sum o f a l l f r e q u e n c i e s ’ )
40 mean_value =9+b/d

41 disp(mean_value , ’Mean=9+b/d= ’ )
42 standard_deviation =(c/d)^0.5

43 disp(standard_deviation , ’ Standard Dev i a t i on=(c /d )
ˆ 0 . 5 ’ )
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Experiment: 6

Calculate Coefficient Of
Correlation

Scilab code Solution 6.6 6

1

2 // Ca l c u l a t e C o e f f i c i e n t o f C o r r e l a t i o n
3 //OS : Windows 10
4 // S c i l a b 5 . 5 . 2
5

6 clear;

7 clc;

8

9 disp( ’ The f i r s t row o f A deno t e s the c o r r e s p ond i n g I
.R . o f s t ud en t s ’ )

10 A(1,:) =[105 104 102 101 100 99 98 96 93 92];

11 disp( ’ The second row deno t e s the c o r r e s p ond i n g
d e v i a t i o n o f I .R . ’ )

12 for i=1:10

13 A(2,i)=A(1,i) -99;

14 end

15 disp( ’ The t h i r d row deno t e s the squa r e o f
c o r r e s p ond i n g d e v i a t i o n o f I .R . ’ )

16 for i=1:10
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17 A(3,i)=A(2,i)^2;

18 end

19 disp( ’ The f o u r t h row deno t e s the c o r r e s p ond i n g E .R.
o f s t ud en t s ’ )

20 A(4,:) =[101 103 100 98 95 96 104 92 97 94];

21 disp( ’ The f i f t h row deno t e s the c o r r e s p ond i n g
d e v i a t i o n o f E .R. ’ )

22 for i=1:10

23 A(5,i)=A(4,i) -98;

24 end

25 disp( ’ The s i x t h row deno t e s the squa r e o f
c o r r e s p ond i n g d e v i a t i o n o f E .R. ’ )

26 for i=1:10

27 A(6,i)=A(5,i)^2;

28 end

29 disp( ’ The s even th row deno t e s the product o f the two
c o r r e s p ond i n g d e v i a t i o n s ’ )

30 for i=1:10

31 A(7,i)=A(2,i)*A(5,i);

32 end

33 disp(A)

34 a=0;

35 for i=1:10

36 a=a+A(1,i);

37 end

38 disp(a, ’ The sum o f e l emen t s o f f i r s t row ’ )
39 b=0;

40 for i=1:10

41 b=b+A(2,i);

42 end

43 disp(b, ’ The sum o f e l emen t s o f s econd row ’ )
44 c=0;

45 for i=1:10

46 c=c+A(3,i);

47 end

48 disp(c, ’ The sum o f e l emen t s o f t h i r d row ’ )
49 d=0;

50 for i=1:10
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51 d=d+A(4,i);

52 end

53 disp(d, ’ The sum o f e l emen t s o f f o u r t h row ’ )
54 e=0;

55 for i=1:10

56 e=e+A(5,i);

57 end

58 disp(e, ’ The sum o f e l emen t s o f f i f t h row ’ )
59 f=0;

60 for i=1:10

61 f=f+A(6,i);

62 end

63 disp(f, ’ The sum o f e l emen t s o f s i x t h row ’ )
64 g=0;

65 for i=1:10

66 g=g+A(7,i);

67 end

68 disp(g, ’ The sum o f e l emen t s o f s ev en th row ’ )
69 coefficient_correlation=g/(c*f)^0.5

70 disp(coefficient_correlation , ’ C o e f f i c i e n t o f
c o r r e l a t i o n= ’ )
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Experiment: 7

Determine Frequency
Distribution

check Appendix AP 1 for dependency:

freqdist.sci

Scilab code Solution 7.7 7

1 // Determine Frequency D i s t r i b u t i o n
2 //OS : Windows 10
3 // S c i l a b 5 . 5 . 2
4 //The dependency f i l e i s f r e q d i s t . s c i
5

6 x=int (100* rand (1 ,100));

7 xclass =[0:10:100];

8 freqdist(x,xclass)
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Experiment: 8

Discrete Probability
Distributions

Scilab code Solution 8.8 8

1

2 // D i s c r e t e P r o b a b i l i t y D i s t r i b u t i o n s
3 //OS : Windows 10
4 // S c i l a b 5 . 5 . 2
5

6 clear;

7 clc;

8 close;

9

10 // ( i ) B inomia l
11 deff( ’ [CC]=C(n , r ) ’ , ’CC=gamma(n+1) . / ( gamma( r+1) . ∗

gamma(n−r +1) ) ’ ) // Binomia l c o e f f i c i e n t
12 deff( ’ [ bb ]=b ( x , n , p ) ’ , ’ bb=C(n , x ) . ∗ p . ˆ x .∗(1−p ) . ˆ ( n−x ) ’

) // Binomia l pmf
13 deff( ’ [BB]=B(x , n , p ) ’ , ’BB=sum(b ( [ 0 : 1 : x ] , n , p ) ) ’ )

// Binomia l CDF
14 n=10;

15 p=0.25;

16
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17 //P(X=2)
18 p=b(2 ,10 ,0.25)

19 disp(p)

20

21 //pmf
22 b10 =[];

23 for j=0:10, b10=[b10 b(j,10 ,0.25)]; end;

24 disp(b10)

25

26 //CDF
27 x=2

28 p=B(2 ,10 ,0.25)

29 disp(p)

30

31 //P(X>2)=1−P(X<=2)
32 p=1-B(2 ,10 ,0.25)

33 disp(p)

34

35 // L i s t o f v a l u e s o f CDF
36 B10 =[];

37 for j=0:10, B10=[B10 B(j,10 ,0.25)]; end;

38 disp(B10)

39

40 // ( i i ) Geometr ic
41 deff( ’ [ gg ]=g ( x , p ) ’ , ’ gg=p .∗(1−p ) . ˆ ( x−1) ’ )

// Geometr ic pmf
42 deff( ’ [GG]=G(x , p ) ’ , ’GG=sum( g ( [ 1 : x ] , p ) ) ’ )

// Geometr ic CDF
43

44 //P(X=3) and P(X=5) , p=0.50
45 p=g(3 ,0.50)

46 disp(p)

47 p=g(5 ,0.50)

48 disp(p)

49

50 // Ca l c u l a t e v e c t o r o f v a l u e s o f pmf
51 disp(g([1:10] ,0.5))

52
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53 //P(X6) ,P(X3) ,P(X1)
54 p1=G(6 ,0.5)

55 disp(p1)

56 p2=G(3 ,0.5)

57 disp(p2)

58 p3=G(1 ,0.5)

59 disp(p3)

60

61 // Vector o f v a l u e s o f CDF
62 G10 =[];

63 for j=1:10, G10=[G10 G(j,0.5)]; end;

64 disp(G10)

65

66 // ( i i i ) Hypergeometr i c
67 deff( ’ [ hh ]=h ( x ,N, n , a ) ’ , ’ hh=C( a , x ) . ∗C(N−a , n−x ) . /C(N, n

) ’ ) // Hypergeometr i c pmf
68 deff( ’ [HH]=H(x ,N, n , a ) ’ , ’HH=sum(h ( [ 0 : 1 : x ] ,N, n , a ) ) ’ )

// Hypergeometr i c CDF
69 N=100;

70 n=20;

71 a=35;

72

73 //P(X=12)
74 p=h(12,N,n,a)

75 disp(p)

76

77 // Cumulat ive d i s t r i b u t i o n , x=12
78 cd_x=H(12,N,n,a)

79 disp(cd_x)

80

81 // Generate v e c t o r o f v a l u e s o f pdf
82 disp(h([0:20] ,N,n,a))

83

84 // Generate v e c t o r o f v a l u e s o f CDF
85 H10 =[];

86 for j=1:10, H10=[H10 h(j,N,n,a)]; end;

87 disp(H10)
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Experiment: 9

Statistical Inference
-Continuous Probability
Distribution

Scilab code Solution 9.9 9

1

2 // S t a t i s t i c a l I n f e r e n c e −Cont inuous P r o b a b i l i t y
D i s t r i b u t i o n s

3 //OS : Windows 10
4 // S c i l a b 5 . 5 . 2
5

6 clear;

7 clc;

8 close;

9

10 // ( i ) Student t d i s t r i b u t i o n
11 deff( ’ [ f ]= fT ( t , nu ) ’ , ’ f=gamma ( ( nu+1) . / 2 ) .∗ (1+ t . ˆ 2 . / nu

) .ˆ( − ( nu+1) /2) /( s q r t (%pi∗nu ) ∗gamma( nu /2) ) ’ )
12 tt =[ -4:0.1:4];

13 ff=fT(tt ,6);

14 figure

15 xlabel( ’ t ’ );
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16 ylabel( ’ fT ( t ) ’ );
17 title( ’ S tudent t − nu = 6 ’ );
18 plot(tt,ff, ’ x ’ )
19

20 // P r o b a b i l i t y Ca l c u l a t i o n
21 [P,Q] = cdft(”PQ” ,0.4,6)
22 disp(Q, ’Q ’ )
23 disp(P, ’P ’ )
24

25 // I n v e r s e CDF Ca l c u l a t i o n
26 t = cdft(”T” ,8 ,0.45 ,1-0.45)
27 disp(t, ’ t ’ )
28

29 // Obta in ing d e g r e e s o f f reedom
30 nu = cdft(”Df” ,0.7 ,0.3 ,0.8)
31 disp(nu, ’ nu ’ )
32

33 // P l o t t i n g CDF
34 xx =[ -4:0.1:4];

35 yy=[];

36 for x= -4:0.1:4 , yy=[yy cdft( ’PQ ’ ,x,6)]; end;

37 figure

38 xlabel( ’ t ’ );
39 ylabel( ’ fX ( t ) ’ );
40 title( ’ S tudent t − nu = 6 ’ );
41 plot(xx,yy, ’ x ’ )
42

43

44 // ( i i ) Chi−s qua r e d i s t r i b u t i o n
45 xx = [0:0.1:10];

46 yy = [];

47 for x=0:0.1:10 , yy=[yy cdfchi( ’PQ ’ ,x,4)]; end;

48 figure

49 xlabel( ’ t ’ );
50 ylabel( ’ fX ( t ) ’ );
51 title( ’ Chi−s qua r e − nu = 4 ’ );
52 plot(xx,yy, ’ x ’ )
53
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54 // P r o b a b i l i t y c a l c u l a t i o n
55 [P,Q] = cdfchi(”PQ” ,1,10)
56 disp(Q, ’Q ’ )
57 disp(P, ’P ’ )
58

59 [P,Q] = cdfchi(”PQ” ,0.2,10)
60 disp(Q, ’Q ’ )
61 disp(P, ’P ’ )
62

63 // I n v e r s e CDF c a l c u l a t i o n
64 chi2 = cdfchi(”X” ,4,0.4,0.6)
65 disp(chi2 , ’ c h i 2 ’ )
66

67 // Ca l c u l a t i n g d e g r e e s o f f reedom
68 nu = cdfchi(”Df” ,0.4 ,0.6 ,2.7)
69 disp(nu, ’ nu ’ )
70

71 // P l o t t i n g CDF
72 deff( ’ [ f ]= fC ( x , nu ) ’ , ’ f=x . ˆ ( nu/2−1) . ∗ exp(−x . / 2 ) / ( 2 . ˆ (

nu /2) . ∗ gamma( nu . / 2 ) ) ’ )
73 cc = [0:0.1:30];

74 ff = fC(cc ,10);

75 figure

76 xlabel( ’ c h i ˆ2 ’ );
77 ylabel( ’ fC ( c h i ˆ2) ’ );
78 title( ’ Chi−s qua r e − nu = 10 ’ );
79 plot(cc,ff, ’ x ’ )
80

81

82 // ( i i i )F d i s t r i b u t i o n
83 deff( ’ [ f ]= fF (F , nuN , nuD) ’ , ’ f=gamma ( ( nuN+nuD) . / 2 ) . ∗ (

nuN . / nuD) . ˆ ( nuN . / 2 ) . ∗F . ˆ ( nuN./2−1) . / ( gamma(nuN
. / 2 ) . ∗ gamma(nuD . / 2 ) .∗ (1+nuN . ∗F . / nuD) . ˆ ( ( nuN+nuD)
. / 2 ) ) ’ )

84 xx = [0:0.1:10];

85 ff = fF(xx ,4,6);

86 figure

87 xlabel( ’F ’ );
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88 ylabel( ’ fF (F) ’ );
89 title( ’F d i s t r i b u t i o n − nuNum = 4 − nuDen =6 ’ );
90 plot(xx,ff, ’ x ’ )
91

92 // P r o b a b i l i t y Ca l c u l a t i o n
93 [P,Q] = cdff(”PQ” ,1.2,6,12)
94 disp(Q, ’Q ’ )
95 disp(P, ’P ’ )
96

97 // I n v e r s e CDF c a l c u l a t i o n
98 F = cdff(”F” ,10,2,0.4,0.6)
99 disp(F, ’F ’ )

100

101 // Ca l c u l a t i n g d e g r e e s o f f reedom
102 nuNum = cdff( ’ Dfn ’ ,5 ,0.4,0.6,0.8)
103 disp(nuNum , ’nuNum ’ )
104

105 // P l o t t i n g CDF
106 xx = [0:0.1:10];

107 yy = [];

108 for x=0:0.1:10 , yy=[yy cdff( ’PQ ’ ,x,4,6)]; end;

109 figure

110 xlabel( ’ t ’ );
111 ylabel( ’ fX ( t ) ’ );
112 title( ’F − nuNum = 4 − nuDen =6 ’ );
113 plot(xx,yy, ’ x ’ )
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Experiment: 10

Weibull distribution

Scilab code Solution 10.10 10

1

2 //Weibu l l D i s t r i b u t i o n
3 //OS : Windows 10
4 // S c i l a b 5 . 5 . 2
5

6 clear;

7 clc;

8 close;

9

10 deff( ’ [ww]=w(x , a , b ) ’ , ’ww=a . ∗ b . ∗ x ˆ(b−1) . ∗ exp(−a . ∗ x . ˆ b
) ’ ) // pdf

11 deff( ’ [WW]=W(x , a , b ) ’ , ’WW=1−exp(−a . ∗ x . ˆ b ) ’ )
// cd f

12 // a lpha =2 , beta=3
13 xx =(0:0.01:2);

14 yy=w(xx ,2,3);

15 figure

16 xlabel( ’ x ’ );
17 ylabel( ’ fX ( x ) ’ );
18 title( ’ We ibu l l d i s t r i b u t i o n ’ );
19 plot(xx,yy, ’ x ’ )
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20 yyy =[];

21 for x=0:0.01:2 , yyy=[yyy W(x,2,3)]; end;

22 figure

23 xlabel( ’ x ’ );
24 ylabel( ’FX( x ) ’ );
25 title( ’ We ibu l l d i s t r i b u t i o n ’ );
26 plot(xx,yyy , ’ x ’ )
27

28 // P r o b a b i l i t y c a l c u l a t i o n s
29 //P(X<1 .5)
30 p1=W(1.5,2 ,3)

31 disp(p1, ’P(X<1 .5) ’ )
32

33 //P(X>0 .6)
34 p2=1-W(0.6,2,3)

35 disp(p2, ’P(X>0 .6) ’ )
36

37 //P(0.5<X<1 .2)
38 p3=W(1.2,2 ,3)-W(0.5,2 ,3)

39 disp(p3, ’P(0.5<X<1 .2) ’ )
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Appendix

Scilab code AP 11 clear;

2 clc;

3 close;

4

5 function freqdist(x,xclass)

6 [m n]=size(x); // sample s i z e
7 [m nB]=size(xclass); //no . o f c l a s s

bounda r i e s
8 k=nB - 1;

9

10 cmark = zeros(1,k);

11 for ii = 1:k

12 cmark(ii) = 0.5*( xclass(ii)+xclass(ii+1));

13 end

14

15 fcount=zeros(2,k);

16 fbelow =0;

17 fabove =0;

18

19 for ii=1:n

20 if x(ii) < xclass (1)

21 fbelow = fbelow + 1;

22 elseif x(ii) > xclass(nB)

23 fabove = fabove + 1;

24 else

25 for jj = 1:k
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26 if x(ii)>= xclass(jj) & x(ii)<

xclass(jj+1)

27 fcount(jj) = fcount(jj) +1;

28 end

29 end

30 end

31 end

32

33 frel=fcount/n

34

35 fcumul = zeros(1,k);

36 fcumul (1) = fcount (1);

37 for ii = 2:k

38 fcumul(ii) = fcumul(ii -1) + fcount(ii);

39 end;

40

41 fcumulrel = fcumul/n;

42

43 mprintf( ’ \n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
’ );

44 mprintf( ’ \ nFrequency d i s t r i b u t i o n ’ );
45 mprintf( ’ \n

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
’ );

46 mprintf( ’ \n C l a s s \tLowBound\tUpBound\ t \ tC l a s s
Mark\ tFreq . \ t \ tRe lFreq . \ tCumFreq . \ tRelCumFreq
. ’ );

47 mprintf( ’ \n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
’ );

48 for ii = 1:k

49 mprintf( ’ \n%5 . 0 f \ t%10 . 6 g\ t%10 . 6 g\ t%10 . 6 g\
t%10 . 6 g\ t%10 . 6 g\ t%10 . 6 g\ t%10 . 6 g\ t \n ’ ,ii ,
xclass(ii),xclass(ii+1),cmark(ii),fcount(

ii),frel(ii),fcumul(ii),fcumulrel(ii))

50 end
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51 disp( ’ \n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
’ );

52 disp( ’ ’ )
53

54 if fbelow ~= 0

55 mprintf( ’ O u t l i e r s below minimum c l a s s
boundary = %10 . 6 g \n ’ ,fbelow)

56 end

57 if fabove ~= 0

58 mprintf( ’ O u t l i e r s above maximum c l a s s
boundary = %10 . 6 g \n ’ ,fabove)

59 end

60 mprintf( ’ Tota l no o f data p o i n t s = %10 . 6 g \n ’ ,n)
;

61 mprintf( ’ Tota l no o f c l a s s e s = %10 . 6 g \n ’ ,k);
62

63 disp( ’ ’ );
64

65 xset( ’ window ’ ,1);
66 histplot(k,x);

67 xtitle( ’ h i s t og ram ’ , ’ x ’ , ’ r e l . f ’ );
68 xset( ’ window ’ ,2);
69 xset( ’ mark ’ ,-9,2);
70 plot2d(cmark ,fcumulrel ,-9);

71 plot2d(cmark ,fcumulrel ,1);

72 xtitle( ’ o g i v e ’ , ’ x ’ , ’ cum . r e l . f ’ );
73 endfunction

freqdist
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